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The Americans with Disabilities Act
mandates that new constructions and 

alterations of the built environment 

are to be accessible for everyone.



1990 2016



30.6
million U.S. adults with 

mobility impairment



15.2
million use an assistive 

mobility aid



Missing Curb Ramp Obstacle

No SidewalkSurface Problem

Meyers et al [Soc. Sci. & Med. 2002], Rimmer et al. [AJPM 2004], 



The problem is also that there are few mechanisms to 

determine accessible areas of a city a priori



”“The National Council on Disability noted that there is no 

comprehensive information on “the degree to which 

sidewalks are accessible” in cities.

National Council on Disability, 2007

The impact of the Americans with Disabilities Act: Assessing the progress toward 

achieving the goals of the ADA 







Routing for: Manual Wheelchair

1st of 3 Suggested Routes
16 minutes, 0.7 miles, 1 obstacle

!
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A

B

Route 1 Route 2

Surface Problem
Avg Severity: 3.6 (Hard to Pass)

Recent Comments:
“Obstacle is passable in a manual chair 
but not in a motorized chair”

Routing for: Manual Wheelchair

A

1st of 3 Suggested Routes
16 minutes, 0.7 miles, 1 obstacle
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Accessibility-aware Navigation



Our vision is to design methods to 

scalably collect street-level 

accessibility data that enables 

technologies that support mobility 

impaired people to navigate the 

physical environment



Safe Routes to School Walkability Audit
Rock Hill, South Carolina

Walkability Audit
Wake County, North Carolina

Walkability Audit
Wake County, North Carolina

Traditional Walkability Audits

Background



Safe Routes to School Walkability Audit
Rock Hill, South Carolina

Walkability Audit
Wake County, North Carolina

Walkability Audit
Wake County, North Carolina

Traditional Walkability Audits

Background

Time consuming,

expensive, and 

requires on-site audit



http://www1.nyc.gov/311/index.page

Mobile Reporting Solutions

Background



http://www1.nyc.gov/311/index.page

Mobile Reporting Solutions

Background



http://www1.nyc.gov/311/index.page

Mobile Reporting Solutions

Similar to physical audits, these tools are built for in situ 
reporting and do not support remote, virtual inquiry—

which limits scalability

Not designed for accessibility data collection



Mark & Find Accessible Businesses

wheelmap.org axsmap.com

Focuses on businesses 

rather than 

streets/sidewalks

Model is still to report 

on places you’ve visited

Background



Our Approach: Remotely collect street-level accessibility information from 

Google Street View (GSV) using crowdsourcing and computation
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ABSTRACT 

We explore the feasibility of using crowd workers from Amazon 

Mechanical Turk to identify and rank sidewalk accessibility issues 

from a manually curated database of 100 Google Street View 

images. We examine the effect of three different interactive 

labeling interfaces (Point, Rectangle, and Outline) on task 

accuracy and duration. We close the paper by discussing 

limitations and opportunities for future work. 

Categories and Subject Descriptors 

K.4.2 [Computer and Society]: Social Issues-Assistive 

technologies for persons with disabilities  

Keywords 

Crowdsourcing accessibility, Google Street View, accessible 

urban navigation, Mechanical Turk 

1. INTRODUCTION 

The availability and quality of sidewalks can significantly impact 

how and where people travel in urban environments. Sidewalks 

with surface cracks, buckled concrete, missing curb ramps, or 

other issues can pose considerable accessibility challenges to 

those with mobility or vision impairments [2,3]. Traditionally, 

sidewalk quality assessment has been conducted via in-person 

street audits, which is labor intensive and costly, or via citizen 

call-in reports, which are done on a reactive basis. As an 

alternative, we are investigating the use of crowdsourcing to 

locate and assess sidewalk accessibility problems proactively by 

labeling online map imagery via an interactive tool that we built.  

In this paper, we specifically explore the feasibility of using 

crowd workers from Amazon Mechanical Turk (mturk.com), an 

online labor market, to label accessibility issues found in a 

manually curated database of 100 Google Street View (GSV) 

images. We examine the effect of three different interactive 

labeling interfaces (Figure 1) on task accuracy and duration. As 

the first study of its kind, our goals are to, first, investigate the 

viability of reappropriating online map imagery to determine 

sidewalk accessibility via crowd sourced workers and, second, to 

uncover potential strengths and weaknesses of this approach. We 

believe that our approach could be used as a lightweight method 

to bootstrap accessibility-aware urban navigation routing 

algorithms, to gather training labels for computer vision-based 

sidewalk accessibility assessment techniques, and/or as a 

mechanism for city governments and citizens alike to report on 

and learn  about  the  health  of  their  community’s  si dewalks. 

2. LABELING STREET VIEW IMAGES 

To collect geo-labeled data on sidewalk accessibility problems in 

GSV images, we created an interactive online labeling tool in 

Javascript, PHP and MySQL, which works across browsers. 

Labeling GSV images is a three step process consisting of 

marking the location of the sidewalk problem, categorizing the 

problem into one of five types, and assessing the   problem’s 

severity. For the first step, we created three different marking 

interfaces: (i) Point: a point-and-click interface; (ii) Rectangle: a 

click-and-drag interface; and (iii) Outline: a path-drawing 

interface. We expected that the Point interface would be the 

quickest labeling technique but that the Outline interface would 

provide the finest pixel granularity of marking data (and thereby 

serve, for example, as better training data for a future semi-

automatic labeling tool using computer vision). 

Once a problem has been marked, a pop-up menu appears with 

four specific problem categories: Curb Ramp Missing, Object in 

Path, Prematurely Ending Sidewalk, and Surface Problem. We 

also included a fifth label for Other. These categories are based on 

sidewalk design guidelines from the US Department of 

Transportation website [3] and the US Access Board [2]. Finally, 

after a category has been selected, a five-point Likert scale 

appears asking the user to rate the severity of the problem where 5 

is most severe indicating “not passable”  and a 1 is least severe 

indicating “passable.” If more than one problem exists in the 

image, this process is repeated. After all identified sidewalk 

problems have been labeled, the user can select “submit  labels”  

and another image is loaded. Images with no apparent sidewalk 

problem can be marked as such by clicking on a button labeled 

“There  are  no  accessibility  problems  in  this  image.” Users can 

also choose to skip an image and record their reason (e.g., image 

too blurry, sidewalk not visible). 

 

 

 

  

Figure 1. Using crowdsourcing and Google Street View images, we examined the efficacy of three different labeling interfaces on task performance 

to locate and assess sidewalk accessibility problems: (a) Point, (b) Rectangle, and (c) Outline. Actual labels from our study shown. 

Copyright is held by the author/owner(s).  

ASSETS’12, October 22-24, 2012, Boulder, Colorado, USA.  

ACM  978-1-4503-1321-6/12/10.  
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ABSTRACT
Low-vision and blind bus riders often rely on known physical 

landmarks to help locate and verify bus stop locations (e.g., by 

searching for a shelter, bench, newspaper bin). However, there are 

currently few, if any, methods to determine this information a 

priori via computational tools or services. In this paper, we 

introduce and evaluate a new scalable method for collecting bus 

stop location and landmark descriptions by combining online 

crowdsourcing and Google Street View (GSV). We conduct and 

report on three studies in particular: (i) a formative interview 

study of 18 people with visual impairments to inform the design 

of our crowdsourcing tool; (ii) a comparative study examining 

differences between physical bus stop audit data and audits 

conducted virtually with GSV; and (iii) an online study of 153 

crowd workers on Amazon Mechanical Turk to examine the 

feasibility of crowdsourcing bus stop audits using our custom tool 

with GSV. Our findings reemphasize the importance of landmarks 

in non-visual navigation, demonstrate that GSV is a viable bus 

stop audit dataset, and show that minimally trained crowd workers 

can find and identify bus stop landmarks with 82.5% accuracy 

across 150 bus stop locations (87.3% with simple quality control). 

Categories and Subject Descriptors

H.5 [Information Interfaces and Presentation]: User Interfaces; 

K.4.2 [Social Issues]: Assistive tech for persons with disabilities 

General Terms
Measurement, Design, Experimentation, Human Factors 

KeywordsCrowdsourcing accessibility; accessible bus stops; Google Street 

View; Mechanical Turk; low-vision and blind users 

1. INTRODUCTION

For people who are blind or low-vision, public transportation is 

vital for independent travel [1,7,25,32]—particularly because their 

visual impairment often prevents driving. In previous formative 

work, we interviewed six blind adults about accessibility 

challenges in using public transportation [2]. We found that while 

buses were frequently a preferred mode of transit, determining the 

exact location of a bus stop was a major challenge [ibid, p. 3249]. 

Strategies for finding bus stops included asking other pedestrians 

for information (if available) or locating known landmarks such as 

bus stop signs, shelters, or other physical objects (e.g., benches). 

In this paper, we focus specifically on the role of landmarks in 

helping blind and low-vision people find and identify bus stop 

locations. While some transit agencies provide brief descriptions 

of their bus stops online (e.g., [26]), this information often lacks 

detail or is inaccessible to visually impaired riders—if available at 

all. Similar to our previous interview findings [2], the American 

Foundation for the Blind (AFB) notes that locating bus stops is a 

significant access barrier often because the bus stops are not 

clearly marked with non-visual indicators or are placed 

inconsistently off roadways [1]. The challenge of locating and 

identifying a bus stop is exacerbated when traveling to an 

unfamiliar location where both the bus stop placement and the 

position and type of surrounding landmarks are not known a 

priori.  
To address this problem, we introduce and evaluate a new method 

for collecting bus stop location and landmark descriptions using 

online crowdsourcing and Google Street View (GSV). Using a 

custom tool that we built called Bus Stop CSI (Crowdsourcing 

Streetview Inspections), crowd workers virtually navigate to and 

label bus stop signs and surrounding landmarks in GSV. This new 

approach is highly scalable in comparison to previous bus stop 

crowdsourcing work, e.g., GoBraille [2] and StopFinder [29], 

which require users to describe bus stops in situ using a mobile 

device. While this paper focuses largely on data collection 

methods, we envision future work that integrates this data into 

transit agency websites and location-aware mobile transit tools 

such as OneBusAway [10]. For example, imagine a smartphone 

application that uses GPS and text-to-speech to automatically 

describe nearby and upcoming landmarks as a blind pedestrian 

navigates towards a bus stop.  

Figure 1: Visually impaired travelers use landmarks to find and 

verify transit locations [2,14]. In this paper, we examine the feasibility 

of using Google Street View (GSV) and crowdsourcing to collect 

detailed information on bus stop locations and surrounding 

landmarks. The image above shows actual labels from crowdworkers 

in our Mechanical Turk study (Study 3). From left to right: blue 

circular icon=bus stop sign, magenta=bus stop shelter, yellow=bench, 

green=trash/recycling can. 

 

Crowdsourcing Accessibility Data from Google Street View
Hara K., Le V., & Froehlich. J.E. 2012, 2013; Hara K., et al. 2013

Early Work



What accessibility problems exist in this image?





Labeling Interface

Early Work



Labeling Interface

Early Work



Crowdsourced Data Accuracy

We could collect street-level accessibility data from static 

Google Street View using crowdsourcing with 81% accuracy

and this figure went up to 93% with majority voting 

Hara K., Le V., Froehlich J.E. [ASSETS 2012]; Hara K., Le V., Froehlich J.E. [CHI 2013]



Washington, D.C.



Sole reliance on paid-crowdsourcing 

limits the method’s scalability



Semi-automated 

Data Collection

Volunteered

Data Collection

Scalable Data Collection Methods



Related Work: Quantifying Neighborhood Environment 

Using Computer Vision
[Arietta, S. et al, 2014, Naik, N. et al, 2014, Quercia, D. et al, 2014]

Street Score by Naik, N et al.



Related Work: Quantifying Neighborhood Environment 

Using Computer Vision
[Arietta, S. et al, 2014, Naik, N. et al, 2014, Quercia, D. et al, 2014]

Street Score by Naik, N et al.



Related Work: Quantifying Neighborhood Environment 

Using Computer Vision
[Arietta, S. et al, 2014, Naik, N. et al, 2014, Quercia, D. et al, 2014]

Street Score by Naik, N et al.

We need more granular information to understand 

which sidewalks are accessible/inaccessible and why



Crowdsourcing Annotations for Visual Object Detection

Hao Su, Jia Deng, L i Fei-FeiComputer Science Department, Stanford University

Abstract
A large number of images with ground truth objectbounding boxes are critical for learning object detec-tors, which is a fundamental task in compute vision. Inthis paper, we study strategies to crowd-source bound-ing box annotations. The core challenge of buildingsuch a system is to effectively control the data qualitywith minimal cost. Our key observation is that drawinga bounding box is significantly more difficult and timeconsuming than giving answers to multiplechoiceques-tions. Thus quality control through additional verifica-tion tasks is more cost effective than consensus basedalgorithms. In particular, we present a system that con-sistsof threesimplesub-tasks— adrawing task, aqual-ity verification task and acoverageverification task. Ex-perimental results demonstrate that our system is scal-able, accurate, and cost-effective.

1 IntroductionObject detection is one of the fundamental tasks of visualrecognition. Given an input image, an object detector out-putsabounding box wherever an object of interest exists. Tolearn a good detector, it is necessary to have a large numberof training images with ground truth annotations in the formof bounding boxes, i.e. tight rectangles around the object ofinterest. Indeed, state of theart detection systems (ViolaandJones 2004; Felzenszwalb et al. 2010) have relied on accu-ratebounding box annotations. Although it ispossible to useweaker supervision, e.g. binary labels of object presence, itsubstantially increases the difficulty of learning.In this paper, we study strategies to crowd-source bound-ing box annotations. Our goal is to build a system that isfully automated, highly accurate, and cost-effective. Givena collection of images where the object of interest has beenverified to exist, for each image the system collects a tightbounding box for every instance of the object. Specifically,we have the following two requirements.• Quality. Each bounding box needs to be tight, i.e. thesmallest among all bounding boxes that contain the ob-ject. This would greatly facilitate the learning algorithmsfor the object detector by giving better alignment of theobject instances;

Copyright c 2012, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Figure 1: An example of bounding box annotations for the“bottle” category.

• Coverage. Every object instance needs to have a bound-ing box. This is important for detection because it tells thelearning algorithms with certainty what is not the object.Figure 1 shows examples of bounding box annotationsthat meet both the quality and coverage requirements.The core challenge of building such a system is howto achieve both high quality and complete coverage in acost-effective way, i.e. minimizing cost while guarantee-ing quality. A basic quality control strategy is majorityvoting—collecting answers from multiple human subjectsand taking the consensus. This approach has been success-fully applied to image annotation tasks such as verifyingthe presence of objects or attributes (Deng et al. 2009;Sorokin and Forsyth 2008). However, drawing bounding boxissignificantly more time consuming than giving answers tomultiple-choice questions about presence of objects. Thusinstead of depending on the consensus of multiple workers,we propose to control quality by having one worker drawthe bounding box and another worker verify the quality ofthe bounding box. Similarly, to guarantee coverage, we canask athird worker to verify whether all object instances havebounding boxes. This leads to the following workflow thatconsists of three simple sub-tasks.

Related Work: Object Detection with Human-in-the-Loop
Branson et al. 2010, Quinn et al. 2010; Su et al. 2012



Related Work: Object Detection with Human-in-the-Loop

Step 1: An object detection algorithm detects bottles

Task: Detect all the bottles

Step 2: Humans verify the object detection outputs 

More accurate compared to computer vision alone and

cheaper than human labeling

Some objects never 

gets labeled if the 

algorithm misses



Adaptive Workflow for Optimizing Efficiency

Varying the number of workers to recruit 

depending on task difficulty 

[Kamar et al. 2012; Welinder and Perona 2010]
HardEasy

Assigning stronger workers to harder tasks 

[Dai et al. 2011]
HardEasy

Reducing the tasks that require human work

[Deng et al. 2014; Jain, Grauman, and Betke 2016]
Task Task Task Task Task

Changing task interface based on worker characteristics

[Jain and Grauman 2013, Lin et al. 2012, Russakovsky et al. 2015] 
Interface 1 Interface 2or



Tohme
遠目 Remote Eye・

Hara K., Sun J., Chazan J., Jacobs D., Froehlich J.E. [HCOMP 2013]; Hara K., Sun J., Moore R., Jacobs D., Froehlich J.E. [UIST 2014]



Computer vision 

automatically finds 

curb ramps



Kinney v. Yerusalim, 1993

3rd Circuit, Court of Appeals

Without curb cuts, people with ambulatory 

disabilities simply cannot navigate the city.



Curb Ramps are Visually Salient
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Dataset
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Tohme
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3D Depth Map

GIS Metadata (e.g., topological data)

Top down map images

Street View images
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Dataset
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Did our computer vision 

algorithm perform well? 

svControl

Automatic 

Task Allocation
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Tohme
遠目 Remote Eye・

Correct 

detection

False positive detections

False Negative Error = Computer Vision Failure

Because asking humans to label missed curb ramps 

is much more expensive than asking to verify

How do we define 

computer vision failure?
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Complexity:

Cardinality:

Depth:

CV:

0.14
0.33
0.21

0.22

A feature vector used to in 

the workflow controller
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Scraper

Street View Images

We collected images from intersections 

because that’s where we find curb ramps



Scraper

Street View Images

Point-cloud Data
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(e.g., street topology)
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Scraper

Street View Images

Point-cloud Data

Top-down Google 
Maps Imagery

Metadata
(e.g., street topology)

Used to train curb ramp detector 

and workflow controller



Scraper

Street View Images

Point-cloud Data

Top-down Google 
Maps Imagery

Metadata
(e.g., street topology)



Saskatoon

Los Angeles

Baltimore

Washington D.C.

Washington D.C.

Baltimore

Los Angeles

Saskatoon



D.C. | Downtown D.C. | Residential

Scraper | Areas of Study



Scraper

Washington D.C. Baltimore Los Angeles Saskatoon

Total Area: 11.3 km2

Intersections: 1,086

Curb Ramps: 2,877

Missing Curb Ramps: 647

Avg. GSV Data Age: 2.2 yr*

* At the time of downloading data in summer 2013
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Ground Truth Curb Ramp Dataset

2 researchers labeled curb ramps in our dataset

2,877 curb ramp labels (Avg.=2.6 per intersection)

Dataset



Dataset
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Automatic Curb Ramp Detection

1. Curb ramp detection with Deformable Part Model

2. Post-processing to filter out errors

3. SVM-based classification for output refinement



Deformable Part Models
Felzenszwalb et al. 2008

Automatic Curb Ramp Detection

http://www.cs.berkeley.edu/~rbg/latent/



Deformable Part Models
Felzenszwalb et al. 2008

Automatic Curb Ramp Detection

http://www.cs.berkeley.edu/~rbg/latent/

Root filter Parts filter Displacement cost



Automatic Curb Ramp Detection



Automatic Curb Ramp Detection

Multiple redundant 

detection boxes

Correct 1

False Positive 12

Miss 0

Detected Labels
Stage 1: Deformable Part Model
Sliding window detection with deformable part model



Automatic Curb Ramp Detection

Curb ramps shouldn’t be in 

the sky or on roofs

Correct 1

False Positive 12

Miss 0

Detected Labels
Stage 1: Deformable Part Model
Sliding window detection with deformable part model



Automatic Curb Ramp Detection

Detected Labels
Stage 2: Post-processing
Rejects errors using 3D data and applies non-maxima suppression



Automatic Curb Ramp Detection

Correct 1

False Positive 5

Miss 0

Detected Labels
Stage 2: Post-processing
Rejects errors using 3D data and applies non-maxima suppression



Automatic Curb Ramp Detection

Filter out labels based on 

their size, color, and position.

Correct 1

False Positive 5

Miss 0

Detected Labels
Stage 3: SVM-based Refinement
Takes size, color, and position and further filters out false detections



Automatic Curb Ramp Detection

Correct 1

False Positive 3

Miss 0

Detected Labels
Stage 3: SVM-based Refinement
Takes size, color, and position and further filters out false detections



Automatic Curb Ramp Detection



Automatic Curb Ramp Detection

Correct 6

False Positive 11

Miss 1

Detected Labels
Stage 1: Deformable Part Model
Sliding window detection with deformable part model



Automatic Curb Ramp Detection

Correct 6

False Positive 6

Miss 1

Detected Labels
Stage 2: Post-processing
Rejects errors using 3D data and applies non-maxima suppression



Automatic Curb Ramp Detection

Correct 6

False Positive 4

Miss 1

Detected Labels
Stage 3: SVM-based Refinement
Takes size, color, and position and further filters out false detections



Used two-fold cross validation to evaluate CV sub-system

Automatic Curb Ramp Detection Accuracy
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More than 20% of

curb ramps were missed 

AUCStage 1 = 0.48

AUCStage 2 = 0.50

AUCStage 3 = 0.53
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Computer vision alone is 

not sufficient to accurately 

find curb ramps

Stage 1: DPM
Stage 2: Post-processing
Stage 3: SVM



Occlusion

Curb Ramp Detection is a Hard Problem



Occlusion



Occlusion Illumination

Curb Ramp Detection is a Hard Problem



Illumination



Occlusion Illumination

Scale

Curb Ramp Detection is a Hard Problem



Scale



Occlusion Illumination

Scale Viewpoint Variation

Curb Ramp Detection is a Hard Problem



View Point Variation



Occlusion Illumination

Scale Viewpoint Variation

Structures Similar to Curb Ramps

Curb Ramp Detection is a Hard Problem



Structures Similar to Curb Ramps



Occlusion Illumination

Scale Viewpoint Variation

Structures Similar to Curb Ramps Curb Ramp Design Variation

Curb Ramp Detection is a Hard Problem



Curb Ramp Design Variation
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Automatic Task Allocation | Features to Assess Scene Difficulty for CV 

A number of streets from metadata

Depth information for a road width and variance in distance

Top-down images to assess complexity of an intersection

A number of detections and confidence values
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A number of street from metadata
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Depth information for a road width and variance in distance

Automatic Task Allocation | Features to Assess Scene Difficulty for CV 

Finding curb ramps on distant sidewalks is 

difficult; they look smaller (i.e., scaling issue)



Automatic Task Allocation | Features to Assess Scene Difficulty for CV 

A number of streets from metadata

Depth information for a road width and variance in distance

Top-down images to assess complexity of an intersection

A number of detections and confidence values



Google Maps Styled Maps

As a proxy for intersection complexity, we count the number of black : 

more black pixels = more complex intersection

(i.e., more viewpoint variation)

Automatic Task Allocation | Features to Assess Scene Difficulty for CV 



Automatic Task Allocation | Features to Assess Scene Difficulty for CV 

A number of streets from metadata

Depth information for a road width and variance in distance

Top-down images to assess complexity of an intersection

CV Output: A number of detections and confidence values



Binary Classification



Binary classifier to detect false-negatives

Pass Fail
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3x

Manual Labeling | Labeling Interface



4x

Manual Labeling | Interactive Tutorial



2x

Manual Labeling | Golden Insertion

2x
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2x

Manual Label Verification



2x

Manual Label Verification



Manual labeling without 

smart task allocation

&vs.

CV + Verification without 

smart task allocation

Tohme
遠目 Remote Eye・

vs.

Evaluation

Study Method: Conditions



Accuracy Task Completion Time

Evaluation

Study Method: Measures



We used 1,046 GSV images

We recruited workers from Amazon Mechanical Turk to

work on labeling tasks and verification tasks

Evaluation

Study Method: Approach



Labeling Tasks Verification Tasks

# of distinct turkers: 242 161

# of tasks completed: 6,350 4,820

Evaluation

We evaluated the result with Monte Carlo simulation
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Evaluation | Labeling Accuracy and Time Cost

ACCURACY COST (TIME)
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Evaluation | Labeling Accuracy and Time Cost

ACCURACY COST (TIME)
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Evaluation | Labeling Accuracy and Time Cost

13% reduction 

in cost

ACCURACY COST (TIME)



Example Labels from Manual Labeling



Evaluation | Example Labels from Manual Labeling



Evaluation | Example Labels from Manual Labeling



Evaluation | Example Labels from Manual Labeling



Evaluation | Example Labels from Manual Labeling



Evaluation | Example Labels from Manual Labeling



This is a driveway. 

Not a curb ramp.

Evaluation | Example Labels from Manual Labeling



Evaluation | Example Labels from Manual Labeling



Evaluation | Example Labels from Manual Labeling



Examples Labels from CV + Verification



Raw Street View Image

Evaluation | Example Labels from CV + Verification



False detection

Automatic Detection

Evaluation | Example Labels from CV + Verification



Automatic Detection + Human Verification

Evaluation | Example Labels from CV + Verification



We developed a method that combines 

crowdsourcing and computation that increased 

accessibility data collection efficiency without 

losing accuracy

Summary



Back of Envelope Calculation
How long would it take to audit a city?

DC Total Street Distance: 1,238 mi

Audit Speed: 7.9 mi / hour

Estimated Total Time-cost: 157 hour ($1.1k)

Estimated Total Time-cost with automation: 137 hour

I think we can do 

better than this 



Context integration & scene understanding

Using 3D-data for mensuration

Future Work: Improving Detection Accuracy



Future Work: Reacting to Changes
Using image dataset that is updated frequently, can we identify dynamic 

accessibility features like constructions?

Urthecast



Future Work: Research Beyond Sidewalk Accessibility

Bus stop accessibility

Urban vegetation

Public health (e.g., cleanliness)

Urban planning (e.g., bicycle roads)

Hara et al. [ASSETS 2013, TACCESS 2015]



Future Work: Application Development
sidewalk.umiacs.umd.edu/demo
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